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Abstract: Convolutional neural networks have been successfully applied in many areas, but the security concern was 

challenged by the vulnerability to adversarial samples, which were crafted by minor modification on the legitimate samples. 

These adversarial samples can easily fool the neural network model with high success rate, therefore, to analyze the models’ 

classification robustness, the adversarial samples can be developed into an index of model robustness. In this paper, we use a 

gradient search method to generate adversarial samples from the real samples. The model was trained to perform the surgical 

tool recognition task from cholecystectomy videos. Instead of setting a target misclassified class, we use non-target gradient 

space search to determine the nearest adversarial class region. 
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I. Introduction 
Convolutional neural networks have drawn increasing 
attention as they have shown successful in image 
classification tasks. However, a drawback cannot be ignored 
is their vulnerability to adversarial samples, which are of 
concern especially in safety-critical application areas. 
Adversarial samples are generated by slightly modifying 
legitimate samples, so that they show invisible changes to 
the human observer but lead to misclassification by the 
model. To analyze the safe area around a benign sample, we 
will use a gradient space search to generate adversarial 
samples right alongside the borderline of original class and 
a misclassification. As expectation, the distance between the 
benign sample and the final generated image will be 
quantified as an index of the model robustness. 
Nevertheless, first of all, the adversarial images need to be 
successfully generated 

I.I. Related work 
Many approaches have been proposed to generate 
adversarial samples. The most popular gradient-based 
method is fast gradient sign method (FGSM)[1], or gradient 
method which use real gradient instead of the sign to modify 
the input. By the different cross-entropy loss function 
setting, we can choose the non-targeted gradient search or 
the targeted gradient search. As a comparison of our 
previous work which used the target loss function to seek 
for a targeted adversarial classification, in this paper, we use 
non-targeted gradient search to find out the nearest 
adversarial classification space.  

I.II. Previous work 
In the previous work, we tried to set a target classification 
to get the target adversarial image, at different training 
states. The result could be interpreted as different robustness 
according to trainings success.[2]  

II. Material and methods 
We fine-tuned the convolutional neural network model 
AlexNet [3] to perform surgical tool classification task in 
the cholecystectomy videos. The original dataset cholec80 
[4] contains 80 cholecystectomy videos, including 7 

different surgical tools, we extract 80,190 1-class images 
from the original dataset, from these images 25,000 were 
used to train the model, the training states were stopped at 
training accuracy 75%,85%,95%,99%, these snapshots 
were named as model 75, model 85, model 95 and model 
99, respectively. Few samples were selected for the 
experiment, each class (or surgical tool) has maximum 20 
images, but due to the low accuracy of class 5 and class 7, 
there were only 3 images for this test. 

 

Figure 1: An example of using gradient method to generate an 

adversarial image. 

The adversarial images were generated by iteratively 

adding the gradient of the loss to get an image that is far 

enough from the original for misclassification.  

𝑥0
∗ = 𝑥; 

  𝑥𝑛
∗ = 𝑥𝑛−1

∗ +  α ∇𝑥 𝐽(𝑥𝑛−1
∗ , 𝑦𝑜𝑟𝑖𝑔𝑖𝑛);            (1) 

In this function, 𝑥𝑛
∗   is the generated adversarial image, 𝑥𝑛−1

∗  
is the generated adversarial image from the last iteration. 
𝑦𝑜𝑟𝑖𝑔𝑖𝑛  is the original class where the image is correctly 

assigned. The learning rate α was set to 3 different values 
1000, 10,000, and 100,000. 

III. Results and discussion 
Figure 2 shows an example of using gradient search to find 
an adversarial classification. At the beginning, the gradients 
generated were quite small, because the loss was nearly 0, 
after few iterations, the gradients were increased with larger 
loss value. The probability of an adversarial class, the pixel-
wise modification of each iteration and the current loss all 
showed an exponential increment. 
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Figure 2: The classification probabilities, per-pixel modification 

at each iteration, the current loss curve and classification in an 

adversarial image generation process. 

To reduce the calculation time, the maximum iterations was 
limited to 1000, when the classification cannot be changed 
within 1000 iterations, the case will be considered as fail.  

Different from the result in the previous experiment which 

generate adversarial images with a set target adversarial 

class, which is 100% success rate for all the models to get 

the adversarial images within 1000 iterations, in this 

experiment, the success rates were lower.  

Figure 2 shows the success rate with different learning rate 

at different training states, the success rate was consistently 

decreasing while the training state improved, only the 

model 75 can approximately 100% get adversarial images 

at 3 different learning rates.  

However, a larger learning rate can slightly improve the 

success rate at better training states. Therefore, to 

successfully generate an adversarial image, the learning 

rate need to be increased at a better training state.  

   

Figure 3: The success rate to generate adversarial images 

decreased at better training states. A larger learning rate can 

slightly improve the success rate. 

The further evaluation focus on the nearest wrong 

classification space by gradient search method, we noticed 

some sample from a class goes more to a specific wrong 

class, then this class could be the nearest adversarial class 

that the sample can be modified to.  

Table 1 shows the most frequently shown adversarial class, 

however, when the success rate is too low, most samples 

will remain as the original class. 

 

 

Table 1: Frequently showing final class within 1000 iterations 

and the number of samples when the learning rate 𝛼=1000. (The 

cells marked as red indicate that most samples were not 

successfully changed their label.)  

 State Class State Class State Class State Class 

1 75% 3 

13/20 

85% 3 

7/20 

95% 3 

8/20 

99% 1 

10/20 

2 75% 1 

13/20 

85% 2 

14/20 

95% 2 

15/20 

99% 2 

20/20 

3 75% 1 

15/20 

85% 3 

10/20 

95% 3 

17/20 

99% 3 

18/20 

4 75% 2 

8/20 

85% 1,5 

10/20 

95% 4 

10/20 

99% 4 

19/20 

5 75% 1 

2/3 

85% 6 

2/3 

95% 4 

3/3 

99% 5 

2/3 

6 75% 1,3 

10/20 

85% 1,3,5 

6/20 

95% 1 

8/20 

99% 6 

10/20 

7 75% 1 

3/3 

85% 1 

3/3 

95% 1 

2/3 

99% 7 

3/3 

 

Table 1 indicates the most frequently showing adversarial 

class for each original class. In a summary, most class has 

only 1 or 2 adversarial class tendency, for instance, in the 

successful generated images, class 1 tend to misclassify as 

class 3, but class 2,3,7 tend to misclassify as class 1. 

However, for class 4,5,6, they have relatively random 

tendency to an adversarial misclassification. 

IV. Conclusions 
Gradient search is an efficient method to change an input to a 
different classification label. When the loss was calculated 
between prediction and the original classification, as the loss 
decrease at a better training states, makes it more difficult to get 
an adversarial sample. Therefore, the learning rate need to be 
increased at well-trained states to improve the success rate. 
Similarly, to generate adversarial images for additional 
adversarial training, the learning rate need to be adaptive with 
the training states to prevent overfitting with the data points. 
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